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ABSTRACT
This paper develops methods for recovering high-resolution images from low-resolution images by combining ideas inspired by sparse coding, such as compressive sensing techniques, with super-resolution neural networks. Sparse coding leverages the existence of bases in which signals can be sparsely represented, and herein we use such ideas to improve the performance of super-resolution convolutional neural networks (CNN). In particular, we propose an improved model in which CNNs are used for super-resolution in the frequency domain, and we demonstrate that such an approach improves the performance of image super-resolution neural networks. In addition, we indicate that instead of numerous deep layers, a shallower architecture in the frequency domain is sufficient for many types of image super-resolution problems.
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1. INTRODUCTION
Sparse coding and compressive sensing are techniques that are widely used for signal reconstruction. They assume that the relationship between the compressed signal $y_s$ and the original signal $y_t$ is an under-determined linear system $y_s = R y_t$. It can be shown theoretically that if there is a domain where $y_t$ is sparse (i.e., has only a small number of nonzero coefficients), then $y_t$ can be recovered from only a small number of linear measurements $y_s$. Although many algorithms have been developed in the compressed sensing domain, they are generally restricted to linear transformations where prior knowledge of the sensing matrix $R$ is required. A stacked denoising autoencoder (SDA) was developed as an initial attempt to address this problem using neural network-based algorithms. Nonetheless, we propose that the quality of the reconstructed high-resolution image can be improved by novel a combination ideas from compressive sensing and neural networks.

In particular, a popular set of techniques for image-related problems are convolutional neural networks (CNNs). A recent breakthrough by Dong et al provides a single image super-resolution convolutional neural network (SRCNN), which is an end-to-end approach with pixel-wise output, making CNNs practical for image reconstruction problems. Based on previous studies, a scalable single image SRCNN called ReconNet was developed combining the ideas of under-determined linear systems and SRCNN. In this algorithm, a linear layer is embedded in the framework of a image super-resolution CNN and such convolutional architectures result in better performance than previous SDAs.

1.1 Contribution
In this paper, we propose several neural network architectures, both shallow and deep, in the frequency domain for image super-resolution. In particular, we demonstrate how the sparse coding of images in the frequency domain improves the efficiency of scalable single image super-resolution CNNs. Based upon these ideas, we propose deep and shallow neural networks in which both the input data to the CNN and the lose-function are defined in the frequency domain, and we call these algorithms SparseFnets. The advantage of our model is demonstrated by comparing SparseFnet with other models and our work is novel in three ways:

- First, our method stands on the assumption that the representations of images in the frequency domain can be more effectively processed by CNNs. In particular, our model is trained purely in the frequency domain and is never exposed to the image domain.
- Second, based upon the advantageous properties of working in the frequency domain, our model can be effective even with a shallower architecture. Accordingly, the parameters in the simplified network can be trained more efficiently.
- Third, our resulting high-resolution images are more faithful to the original imagery, with substantially lower error.
2. RELATED WORK

2.1 Compressive Sensing

Compressive sensing is a signal processing technique for acquiring and reconstructing signals. It provides an efficient alternative to traditional methods which require the acquisition of data with a high sampling rate. Classically the Nyquist-Shannon sampling theorem states that a signal $y_t \in \mathbb{R}^N$ can be reconstructed by $M(M \ll N)$ linear measurements if the sampling rate is more than twice the highest frequency. However, if $y_t$ is sparse in a certain basis $\Psi$, in which the restricted isometry property or similar assumptions hold, then $y_t$ can be reconstructed from a compressed signal $y_s \in \mathbb{R}^M$ and a sensing matrix $R \in \mathbb{R}^{M \times N}$. Specifically, such methods assume that $y_t$ and $y_s$ can be represented as

$$y_t = \Psi \omega, \quad R \Psi \omega = y_s,$$

where $\omega$ is the sparse representation of the original signal in a basis $\Psi$, and choosing $\Psi$ as the Fourier basis leads to many natural signals being sparse in that domain. The choice of $R$ is crucial and it has been shown that Bernoulli and Gaussian random matrices are good candidates. Based on these assumptions, standard approaches use $l_1$ regularization and the desired sparse solution can be obtained by solving the convex optimization problem

$$\min_{\omega \in \mathbb{R}^M} ||\omega||_1 \quad \text{s.t.} \quad R \Psi \omega = y_s.$$  \hspace{1cm} (2)

With the optimal solution $\omega^*$, the original signal can be reconstructed as $y_t = \Psi \omega^*$. Classical algorithms for compressive sensing solve the problem by iteratively reweighting the $l_1$ minimization. Reflecting on the success of compressive sensing methods, we are inspired to extend current CNN based super-resolution techniques by leveraging appropriate sparse representations.

2.2 Single Image Super-Resolution CNN

CNNs have become a very popular technique for image processing problems. Based on previous work, Chao et al. proposed a SRCNN, providing an end-to-end mapping from low-resolution patch inputs to high-resolution pixel output. This SRCNN uses the neural network as an optimized pipeline consisting of three operations; patch extraction and representation; non-linear mapping in high dimensional space; and reconstruction of high dimensional representations. Following the breakthroughs based on SRCNNs, various authors have worked on adapting compressive sensing techniques to CNNs. Inspired by compressive sensing techniques, a scalable single image super-resolution CNN was introduced by Kulkarni, et al. Here, a deep neural network is used to solve the under-determined linear system in place of the traditional $l_1$-minimization method. They state that the image signal is not exactly sparse with respect to the domain $\Psi$, and a convolutional architecture which refines the image estimation in each iteration is used to estimate the sensing measurement $R$. In their work, a method called ReconNet is developed. A significant benefit of ReconNet is better performance with few parameters, somewhat reducing the computational cost. A linear layer is used to up-scale the image patches and then connected with convolutional layers for image reconstruction.

3. PROPOSED METHOD

In contrast to the ideas in Kulkarni, et al., we propose a different explanation for scalable single image super-resolution CNNs. The reason that the convolutional architecture works well without the $l_1$-norm regularization is that their method is learning the sparsity transform and the sensing transformation simultaneously. However, we propose that the sparsity transform does not need to be learned since the high-resolution image can be recovered by sparse representations accurately in the frequency domain. Accordingly, with the help from Fourier transformation, CNNs can yield better reconstruction quality for high-resolution images even when it is trained purely in the frequency domain and is never exposed to the image domain. Furthermore, we challenge the need for the deep architectures used in previous studies since numerous convolutional layers suffer from exploding/vanishing gradients. Unlike previous studies on deep residual-learning and gradient clipping, we propose to reduce the computational cost and increase the efficiency by a shallower architecture in the frequency domain, while still maintaining state-of-the-art image super resolution performance.

Our model outperforms traditional compressive sensing methods by learning a non-linear transformation instead of defining a linear sensing matrix $R$. It also improves upon previous scalable single image super-resolution CNNs by using measurements in the sparse frequency domain. In particular, the representation in the frequency domain can be easily found by $x = F y_s$, $y = F y_t$ where $F$ denotes the Fourier transformation. Finding the measurement $R_f$ between Fourier representations and training the model for $y = R_f^{-1} x$ can help to improve the performance.
3.1 Architecture of Proposed Models

In the following, we describe the basic structures and introduce three proposed models, namely a shallow neural network (Shallownet), a sparse domain neural network in the frequency domain with spatial cost (SparseSnet), and a sparse domain neural network in the frequency domain with frequency cost (SparseFnet).

The framework of our models is shown in Figure 1. Before training the model, we pre-process the data by extracting overlapped patches from the entire image and applying Fourier transformation on the patches. The model is then trained with Fourier representatives of the small image patches. Our proposed architecture contains a linear layer \( \Phi_1(\cdot) \) and convolutional layers \( \Phi_2(\cdot) \). The linear layer takes small patches from the low dimensional space as inputs and feeds preliminary reconstructed patches on the high dimensional space to the convolutional layers. Then the convolutional layers apply nonlinear filters to further improve the reconstruction accuracy. Specifically, a compressed signal \( x \in \mathbb{R}^{m_1 \times m_2} \) is projected to the high dimensional space by the linear mapping \( \Phi_1(\cdot) \). A preliminary reconstructed signal \( y_1 \in \mathbb{R}^{m_1 \times m_2} \) is obtained by \( y_1 = \Phi_1(x) \). \( \Phi_1(x) = W_1 \cdot x + b_1 \) where \( W_1 \) is a \( M \times N \) dimensional linear filter and \( b_1 \) is \( M \) dimensional bias vector. The convolutional part of our architecture, \( \Phi_2(\cdot) \), has two convolution layers, \( G_1(\cdot) \) and \( G_2(\cdot) \), which are both in the projected high dimensional space. These two layers are used for feature extraction and patch reconstruction respectively. The first layer \( G_1(\cdot) \) extracts 64 features from the preliminary reconstructed signal \( y_1 \) by non-linear filters, and ReLU is chosen to be the activation function. The layer is expressed as \( y_2 = G_1(y_1) \), \( G_1(y_1) = \max(0, W_2 \cdot y_1 + b_2) \) where \( W_2 \) contains 64 filters of size \( 9 \times 9 \) and \( b_2 \) is a \( 64 \times 9 \) dimensional bias vector. Then \( G_2(\cdot) \) acts as an averaging filter for patch reconstruction. The output of the second non-linear layer is the final reconstructed patch \( y \in \mathbb{R}^{m_1 \times m_2} \). Each pixel in \( y \) can be viewed as a weighted average of the 64 features from the previous layer \( G_1(\cdot) \). We define this layer by \( y = G_2(y_2), G_2(y_2) = W_3 \cdot y_2 + b_3 \) where \( W_3 \) contains a filter of size \( 5 \times 5 \), and \( b_3 \) is the corresponding bias vector of size \( m_1 \times m_2 \). The settings for these parameters in our experiments are \( n_1 = n_2 = 10, m_1 = m_2 = 30 \).

Shallownet is the baseline of our proposed models. It can be viewed as a simplified version of ReconNet. We skip the operations of Fourier transformation after patch extraction and before patch reconstruction in Figure 1. The input signal \( x \) and the output \( y \) are both image patches in the space domain. Suppose the operation of the network can be written as \( \Phi_0 = \Phi_2(\Phi_1(\cdot)) \in \mathbb{R}^{M \times N} \) where \( \theta \) denotes the parameters in the network. The high-resolution patch can be recovered by

\[
y = y_t, \ x = y_s, \ y = \Phi_0(x), \ \min_y \| A - \Phi_0(x) \|_2^2
\]

(3)

where \( y_t \) and \( y_s \) are the compressed patches and the reconstructed patches in the space domain respectively and \( A \) is the ground truth for the high-resolution patches. In the case where the neural network is equivalent to regular compressive sensing approaches, \( \Phi_0 \) for Shallownet can be expressed as a sparse sensing matrix. In other words, the network learns the projection for the sparsity domain and the sensing measurement simultaneously. However, if the sparsity projection is given, then the algorithm can be more efficient with the same architecture. Thus, we propose SparseSnet and SparseFnet in the frequency domain.

As described in Section 2.1, the Fourier transformation is a good candidate for the sparsity domain. For both SparseSnet and SparseFnet, the input and the output patches are pre-processed by the Discrete Cosine Transformation (DCT) denoted by \( F \). SparseSnet performs the optimization in the space domain, while SparseFnet optimizes in the frequency domain directly. The optimization of SparseSnet is

\[
y = F \cdot y_t, \ x = F \cdot y_s, \ y = \Phi_0(x), \ \min_y \| A - F^{-1} \Phi_0(x) \|_2^2.
\]

(4)

The network uses the inverse DCT on high dimensional Fourier representative patches to compute the cost. Although SparseSnet is in the frequency domain, it uses gradient descent with respect to the cost in the space domain.

SparseFnet is more straightforward in the frequency domain. The network learns \( \Phi_0 \) from

\[
y = F \cdot y_t, \ x = F \cdot y_s, \ \Omega = FA, \ y = \Phi_0(x), \ \min_y \| \Omega - \Phi_0(x) \|_2^2,
\]

(5)
where $\Omega$ is the Fourier representation of the ground truth $A$. Here the cost in each iteration is computed between Fourier representations directly. An estimate of $\Omega$ is output in the frequency domain after which the inverse DCT is applied to recover the representation in the space domain. Unlike SparseSnet, SparseFnet never sees the space domain. This network is built on the assumption that the DCT projection provides an alternative basis on which the signal is approximately sparse. The projection for the sparsity domain is found during pre-training process, and the operation $\Phi^\theta$ learns only the sensing measurement in the frequency domain. If the assumption of sparsity stands, then SparseFnet should perform better than Shallownet and SparseSnet.

4. EXPERIMENTAL RESULTS

Several experiments were conducted to demonstrate the effectiveness of our proposed techniques. Model performance is compared with respect to the convergence progress and reconstruction quality. By comparing the convergence progress, we demonstrate that utilizing the frequency domain and the shallow architecture help to provide a more stable model. We then show that our shallow models in the frequency domain yield exceptional reconstruction quality both visually and numerically.

4.1 Training Details

Our goal is to obtain a neural network which represents the unknown compressed measurement. The labels for training the neural network are the ground truth of high-resolution images. The objective is

$$\min \frac{1}{2N} \sum_{i=1}^{N} \|f(x_i) - x_i\|_2^2$$

where $f$ represents the operation of the neural network and $x_i$ represents the input. We use mean square error (MSE) for the peak signal-to-noise ratio (PSNR) statistic. PSNR in decibels (dB) is defined as

$$\text{PSNR} = 10 \log_{10} \left( \frac{I^2}{\text{MSE}} \right),$$

where $I$ is the maximum pixel value of the data type. Here, we use 8-bit images with $I=255$. Higher PSNR reflects better reconstruction quality.

The training data are generated from $300 \times 300$ images. We use the Python package `skimage` to down-scale our training images at measurement rates (MRs) of 0.25, 0.1 and 0.06 respectively. For example, using reduction factor of 0.5 both horizontally and vertically, a $150 \times 150$ image is generated for MR=0.25. We then extract overlapped patches for the network. Patches of size $10 \times 10$ are extracted from compressed images. The neural networks are trained with Adam optimizer. Learning rate is set to be $10^{-3}$. The minibatch size is set to be 128. We train the neural networks for 100 epochs.

4.2 Baseline

Two algorithms from the literature, ReconNet\(^4\) and O-NL-SDA,\(^2\) are implemented for comparison with our models and serve as baselines. We implement these algorithms on the same platform as our algorithms to control the performing environment. The model architectures strictly follow those of the respective authors with activation functions and parameters chosen as they suggest. Specifically, it is indicated in the previous work on ReconNet that it outperforms former methods both with and without a BM3D denoiser. Accordingly, we make our comparisons in the absence of BM3D.

In addition to baseline models and our proposed models, we adapt the deep architecture from ReconNet to our frequency models to make comparison between architecture depths. We name the deeper versions D-SparseSnet and D-SparseFnet. The framework is shown in Figure 2.

![Figure 2](image-url) Figure 2. The framework for D-SparseSnet and D-SparseFnet. The deeper architecture is inherited from ReconNet.

4.3 Convergence Properties

The progress of convergence illustrates that sparse representations provided by the frequency domain result in more efficient outcomes with shallower architecture. Figure 3 shows the decay of MSE over training epochs for ReconNet, Shallownet, SparseSnet and SparseFnet at different measurement rates. At all measurement rates, the convergence progress of ReconNet shows the largest fluctuation. As the measurement rate decreases from 0.25 to 0.06, the instability of ReconNet becomes more severe. On the contrary, our models, which are in the frequency domain, have smoother MSE decay curves. In particular, SparseFnet has exceptional performance with rapid and stable convergence at all measurement rates.
4.4 Reconstruction Quality

Six testing images are reconstructed at MR=0.25, 0.1 and 0.06. Figure 4 shows some outcomes from different algorithms at MR=0.1. The differences in reconstruction quality can be recognized visually. SparseSnet and SparseFnet give sharper details while models in the space domain suffer from blurring effects. Table 1 presents the testing PSNR (in dB) from the seven algorithms at three measurement rates for all the six images. The highest PSNR are achieved by models in the frequency domain for all the testing images, and by shallower architecture in 17 out of the 18 experimental trials.

Both in the frequency domain, though the performances of SparseSnet and SparseFnet are similar with slight differences in general, SparseFnet has better result than SparseSnet as it uses Fourier representatives in the loss function directly. The highest PSNR is achieved by SparseFnet in 11 trails, and by SparseSnet in 6 trials. In addition, SparseSnet needs inverse Fourier transformation in the training process to use space representatives in the loss function. SparseFnet reduces the computational cost significantly by 25% of the running time when we fed $10^5$ image patches in the training process.

The superiority of our shallow architecture can be found by comparing proposed models with their deeper versions. Shallownet yields better result than ReconNet in 14 trials. Both SparseSnet and SparseFnet outperform D-SparseSnet and D-SparseFnet respectively in 17 out of 18 trails. We can conclude that the frequency domain and the shallower architecture result in better performance when used together.

5. CONCLUSION

In this paper, an improved scalable single image super-resolution neural network in the frequency domain is proposed. Inspired by the sparsity assumption in the frequency domain from standard compressive sensing methods, a new architecture is built. A primary feature of our model is that the neural network is completely hidden from the original space domain. Moreover, we simplify the architecture of deep neural networks for image reconstructing problems. The shallower architecture is demonstrated to be just as accurate with lower computational cost. Our experiment results illustrate that the proposed SparseFnet significantly outperforms previous scalable single image super-resolution neural networks.
Table 1. Testing PSNR (in dB) with different algorithms at different measurement rates. Higher PSNR reflects better reconstruction quality. Models in the frequency domain yield better reconstruction quality in all the cases comparing with models in the space domain. Shallow architecture outperforms deep architecture.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Flag</th>
<th>Tree</th>
<th>Bell Tower</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MR</td>
<td>0.25</td>
<td>0.10</td>
</tr>
<tr>
<td>O-NL-SDA</td>
<td>31.25</td>
<td>29.67</td>
<td>28.55</td>
</tr>
<tr>
<td>ReconNet</td>
<td>33.15</td>
<td>31.04</td>
<td>29.76</td>
</tr>
<tr>
<td>ShallowNet</td>
<td>33.200</td>
<td>31.709</td>
<td>30.290</td>
</tr>
<tr>
<td>D-SparseSnet</td>
<td>34.882</td>
<td>32.405</td>
<td>31.003</td>
</tr>
<tr>
<td>D-SparseFnet</td>
<td>34.925</td>
<td>32.423</td>
<td>31.221</td>
</tr>
<tr>
<td>SparseSnet</td>
<td>34.980</td>
<td>32.487</td>
<td>31.276</td>
</tr>
<tr>
<td>SparseFnet</td>
<td>35.126</td>
<td>32.490</td>
<td>31.278</td>
</tr>
<tr>
<td></td>
<td>38.182</td>
<td>35.504</td>
<td>33.416</td>
</tr>
<tr>
<td></td>
<td>40.587</td>
<td>38.360</td>
<td>36.914</td>
</tr>
<tr>
<td></td>
<td>40.617</td>
<td>38.712</td>
<td>37.183</td>
</tr>
<tr>
<td></td>
<td>41.837</td>
<td>39.906</td>
<td>38.241</td>
</tr>
<tr>
<td></td>
<td>41.648</td>
<td>39.736</td>
<td>38.457</td>
</tr>
<tr>
<td></td>
<td>41.876</td>
<td>39.930</td>
<td>38.555</td>
</tr>
<tr>
<td></td>
<td>41.760</td>
<td>39.881</td>
<td>38.638</td>
</tr>
</tbody>
</table>
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